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Abstract

Service-oriented architectures enable an environment where businesses can expose services for use by their collaborators and their peer organizations. In such an environment, organizations may have long-standing cooperative agreements representing the existing services that they share. Furthermore, they may have service level agreements (SLAs) that assure the quality of service standards of the existing services. In an ad-hoc workflow scenario, a business may need to perform real-time composition of the existing services in response to consumer requests. In this work, we suggest that, in parallel to traditional web service composition, the business must also compose the corresponding SLAs of the chosen services to generate a guaranteed service level to the consumer. In this paper, we introduce a process for composing SLAs associated with a workflow of web services. This process results in the discovery of the best composite (i.e. workflow) capability while optimizing the underlying service-level attributes.
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1. Introduction

A service level agreement, SLA, is a technical contract between two businesses, a producer and a consumer. An SLA captures the agreed-upon terms between these two organizations with respect to quality of service (QoS) and other related concerns. Considering a service-oriented computing environment, capabilities are shared via the implementation of web services exposed by a producer organization. The ultimate goal of service-oriented computing is for consumers to access these shared capabilities, on-demand. However, in cases where businesses have longstanding relationships, such as workflow and supply chain environments, peer companies that share services must be able to assure a level of service to their underlying customers.

New standards, such as the Web Service Level Agreement (WSLA) and Web Service Agreement (WS-Agreement) specifications [11][12] enable SLAs to be associated to groups of web services or even specifically to an individual web service. These specifications define an eXtensible Markup Language (XML) based data model that can be used to extend the Web Service Description Language (WSDL) documents that traditionally describe the web services. These specifications provide a significant opportunity. Organizations can specify QoS-related concerns in concert with the functionality concerns already captured in the WSDL files. As a result, when a new organization searches for a pertinent web service, the SLA-enhanced WSDL file can be used to determine the appropriateness of the service to meet the required business need. Furthermore organizations can use the SLA-enhanced WSDL file to negotiate the QoS terms.

Although these SLA technologies and specifications present new opportunities for service-oriented business processes, there are a number of significant barriers. When a consumer organization must create a new business capability that requires the workflow composition of multiple web services, then that organization will also need to understand the composite impact of the underlying SLAs. Consequently, in addition to composing web services that are functionally compatible, the organization will need to assure the web services are compatible with regards to their service levels. In addition, the product of all the SLAs for a composition of web services must be within the required threshold of feasibility as defined by the end users. As the service-oriented computing paradigm increases in popularity, the consumer will have the option of many similar services that may meet a particular requirement. As such, the composition of web services that is most efficient for a particular business purpose will rest on the organization’s ability to understand and optimize the corresponding composition of SLAs.

To deal with the aforementioned issues, we introduce the phrase, workflow composition of SLAs. Our approach suggests the multi-dimensional optimization of service-oriented QoS attributes to realize an optimized workflow of web services. While the notions of multi-dimensional analysis, optimization, dynamic programming are not new, in this work, we identify the SLA-based attributes that must undergo this analysis. Furthermore we develop a set of principles and the associated process that utilizes the SLA information to enable the optimization process.
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In this work, we investigate several research issues relevant to the integration of web services–based workflow:

1. What SLA measures and principles best support QoS-based web service composition?
2. Given multiple web services workflows that represent perhaps duplicate choices of capabilities for a particular requirement, can the SLAs be used as decision support when selecting the choice that is most efficient for a business need?
3. Given a group of SLAs and knowledge about current consumer capabilities needs, can an on-demand request be analyzed and guaranteed at a certain service level?

The paper proceeds in the following section with a discussion of related work. In the subsequent section, the SLA-based QoS assessment values are discussed. In the following section, the technical details of the SLA composition process are introduced, and we show how this approach is integrated with the general web service composition routine. Finally, we evaluate the performance of the integrated process.

2. Related Work

There are many related projects that investigate the use of SLAs. Some projects characterize SLA approaches to specific domains, such as military, database management, or information systems [3][6][9]. There is also a large body of work that attempts to automate the management and negotiation of SLAs[4][7].

Of close relationship, Alipio et. al. [1] and Sun et. al. [10] consider an XML-based service level specification approach that is similar to the WS-Agreement approach. Our work also leverages WS-Agreement for providing SLA measures, however the focus here is on composing multiple SLAs while their work focuses on one instance.

Skene et. al. [8] also uses an XML-based approach for specifying SLA measures. Similar to our work, they describe the importance of composing SLAs. Their emphasis is on compatibility between a user requirements and provider constraints. Their approach suggests a promising model-based approach to assuring the compatibility.

Our work has a close relation to the comprehensive work performed by Zeng [13]. Although both approaches uses QoS measures as an integral part of composition, our approach uses several unique SLA measures that are not QoS-related but rely more on mismatch of services.

In our work, we define specific SLA measures and formally integrate measures across multiple SLAs. We also define a principled process for the composition of SLAs in response to the workflow of web services. The principles that we identify are suited to integration of web service composition and SLA composition and management. This work expands on related work [2] by concentrating on SLA measures in markup language files as opposed to Unified Modeling Language (UML) models.

3. Web Services-based Aspects of SLAs

The typical SLA has a large number of measures and criteria. However, in this work, we attempt to choose the measures that are most closely aligned to web service composition. In fact, many lessons can be learned from the general notion of web service composition. In the general functional notion of web service composition, a basic web services workflow system must ensure that the input information supplied by the consumer ultimately leads to the required actions and outputs required by that consumer. In parallel, the workflow management system must ensure that the predicates and requisites match in each step of the workflow. With respect to the travel reservation scenario as shown in Figure 1, when a user supplies the predicate information then the workflow must produce the resultant information and actions at its conclusion. In addition, the inputs and outputs must be matched at each step (e.g. between findFlight.wsdl and bookFlight.wsdl).

![Figure 1. Data-Oriented, Functional Web Service Composition Requirements.](image-url)
Compliance (Suitability). Compliance is the principle that ensures that the consumer receives the requested composite capability at the service level that is required. The functional notion of web service composition (as illustrated in Figure 1) fits within this principle, since the consumer specifies their required outputs of the composition. Considering SLA terms, the composition process must assure that the aggregate cost, uptime, and service rate are compliant with the user requirements. Cost is the sum total price of all services participating in the solution process. Uptime is a guarantee by the service providers that their services will be available a specified percentage of the time per day or month. Finally, service rate is the time it takes to complete the process by adding the response times of each service in the composition.

Sustainability. Sustainability is the ability to maintain the underlying services in a timely fashion. Negotiation/renegotiation and problem resolution are strongly correlated to sustainability. A consumer will require assurance that a particular business is capable of agreeing on contract terms (i.e. negotiation/renegotiation) in a timely manner. In addition, the service providers must be capable of resolving high-impact problems (perhaps identified by the consumer) in a timely manner. Both negotiation and problem resolution times ensure that a consumer can meet the demands of their end users.

Resiliency. Resiliency is the principle of a service to perform at high service levels over an extended period of time. If a service is frequently taken off-line for maintenance or if the frequency of updates impedes the predictability of its operation, then that service is not very resilient. Consumers will need adequate notice prior to maintenance downtimes. In addition, resiliency dictates a low frequency of maintenance downtime.

Figure 2. A Taxonomy of SLA Measures for Web Services Workflow Composition.

Figure 3. Evaluating SLA Terms while Composing Web Services.
4. Generating Composite SLA Measures

When composing web services that are annotated with SLA terms the composite capability must also have aggregate SLA terms. In some cases, aggregating the SLA terms is as straightforward as adding the measures of each of the dependent services, but in other cases the aggregate measure must be created based on consumer requirements. Figure 3 illustrates the typical questions that arise when attempting to characterize a composite web service based on SLA measures. Since there may be subjectivity with respect to how the aforementioned SLA measures can be aggregated and calculated, we introduce five formal methods for composing the SLA measures with high relevancy to web service composition.

Formally, when a consumer collaborates with a producer within a service-oriented architecture stakeholder capabilities are hosted on a server, \( V \). \( V \) is the set of servers of all producer and consumers:
\[
V = \{v_1, v_2, v_3, ..., v_n\}.
\]
Each server can be characterized by its performance, \( C_v \), measured in computations/second and by its uptime percentage \( U_v \). The throughput, \( T_v \), of the servers measure in bytes/sec can be further specified for input, \( T_{iv} \) and output, \( T_{ov} \). Finally, a consumer or producer can dictate the pre-notification time, \( P_v \), that they must inform their constituents prior to downtime associated with server enhancements and repairs. Therefore, a server can be defined as:
\[
V = (C_v, U_v, T_{iv}, T_{ov}, P_v)
\]

A service, \( S \), can be defined by its required computations, \( C_s \) and by the message length, \( M_s \), in bytes, that is receives to realize that capability. As such, the set of all services of a SLA, \( A \), can be defined:
\[
S = (C_s, M_s)
\]

An SLA consists of the specific web service-oriented measures, as defined in lower elements in the taxonomy in Figure 2. An SLA for web services workflow composition consists of the uptime, \( U_s \), specified by the agreement, the allowable service rate, \( \mu_s \), the specified service response time, \( R_s \), the subscription cost or price, \( D_s \), of the service, the maintenance pre-notification time, \( P_s \), and the expiration/renegotiation time, \( X_s \), of the agreement. The SLA can be represented by the tuple:
\[
A = (U_s, \mu_s, R_s, D_s, P_s, X_s)
\]

When composing a set of SLAs, this approach considers a composite or workflow composition of SLAs defined as \( A_w \). The composite SLA is calculated by composing the set of all agreements for which the composite SLA is dependent where \( A_d = \{ad_1, ad_2, ad_3, ..., ad_n\} \). This calculation must also consider the set of all other SLAs existing on the consumers server that may impact a new composite SLA such that \( A_0 = \{ao_1, ao_2, ao_3, ..., ao_n\} \). Therefore the composite SLA is a function of the composition of the dependent services while considering other existing services:
\[
A_w = COMP(A_d, A_o)
\]

**Uptime**

The uptime for the composite SLA is the minimum of:
- The uptime for consumer’s server and
- The uptimes agreed in dependent services

The relationship can be shown as:
\[
U(A_w) \leq \min(U_V, \min(U(A_d)))
\]

**Service Rate**

The time is takes for an individual service to complete its execution is the *task time*. The repeatability of the task time while the service is in commission translates to the *service rate*. For a web service, the service rate is a function of the internet connection, the internal network connection, the hosting hardware, and the software service. The combined service rate is illustrated in Figure 4.

The service rate for this agreement is the minimum of:
- The server throughput divided by the message lengths of service input and output
- The consumer throughput divided by the message lengths of service input and output
- The minimum service rate agreed for the dependent service, minus the sum of the service rates already guaranteed to other consumers. (This is calculated for each dependent service.)

Including the sum of service rates already guaranteed to others is important to avoid the impact of a voluminous load from external operations. Considering the service rate of the consumer, \( J \), can be calculated as:


\[ \mu_j = \frac{T_v}{M_s} \]  

(6)

and the service rate of all stakeholders, \( I \), of the consumer is the difference of the service rates of all dependent services and the sum of external services as shown by:

\[ \mu_j \leq \mu(A_d) - \text{sum}(\mu(A_e)) \]  

(7)

then the service rate for the composite SLA is represented as:

\[ \mu(A_w) \leq \min(\mu_j, \mu_i) \]  

(8)

**Maintenance**

When a service must be disabled for maintenance, organizations must inform their collaborators. The minimum time of notification before maintenance is calculated as the minimum of:

- The time of notification for this server
- The minimum of all notification times agreed upon for all dependent services

This relationship can be illustrated as:

\[ P(A_w) \leq \min(P_j, \min(P(A_d))) \]  

(9)

**Cost**

The cost of using a web service can be aggregated to understand the price of an entire process. The cost of an individual service is the sum of:

- The bandwidth use (frequency times message length) times cost per byte/second of bandwidth, which is a predefined constant \( BC \). \( BC \) could be zero if bandwidth costs are negligible to the service provider.
- The computation use (frequency times computations) times cost of computation/second, which is some predefined constant \( CC \). As above, \( CC \) could be zero if computation costs are negligible to the provider.
- The sum of the costs of all dependent services.

This results in the following equation:

\[ D(A_w) \geq \mu(A_w) * M_s * BC + \mu(A_w) * C_s * CC + \text{sum}(D(A_e)) \]  

(10)

**Renegotiation**

The renegotiation date for this agreement must be after the predefined constant waiting time, \( WT \), with respect to each other agreeement to which this server is a party. If the provider only handles a few services, then they might have a larger waiting time, but one with many services would require less waiting time in order to fit all of its renegotiations on its calendar. This notion of renegotiation time is illustrated in Figure 5. The equation below must hold for each other agreement \( A_o \) to which the service provider is a party. This test can be shown as:

\[ X(A_w) \geq X(A_o) + WT \]  

(11)

**Figure 5. Aspects of Renegotiation Time.**

Problem resolution is not formally defined because the calculation is a similar formula as renegotiation. As a definition (shown in Figure 6), problem resolution can be defined as the sum of the time for recognizing the error, the time that it takes for a provider to acknowledge the error, and the actual time for resolving the problem.

**Figure 6. Aspects of Problem Resolution.**

**5. A Process for Integrated Workflow Composition**

In this work, we define an integrated process for functional web service composition combined with workflow-based SLA composition. This process can be decomposed into three steps, composition, evaluation, and optimization. These three steps are illustrated in Figure 7. The composition step is similar to the related work in web service composition. Web services are connected via forward-chaining or backward-chaining to match inputs to outputs until the required result is achieved. A variation in this work is that minimum service levels are also validated during this step. For example, if one web service exceeds the minimum requires for an entire chain, then that web service must not be considered in candidate chains. In the evaluation step, user priorities are used to prioritize the list of candidate service chains. Numerous dynamic programming techniques can be used to achieve this step. We present one approach in the following section. Finally, the optimization step attempts to replace services at the sub-process level to generate a “best” service chain. In real-time operations, the composition and evaluation steps are required while the optimization step is best suited for design-time decision support. In this paper, the focus is on these first two steps as we plan to investigate decision support in future investigations.
5.1 Composition: Building Candidate Workflows

In order for SLA measures to be useful for both real-time operations and decision support, the web services workflow generation must integrate traditional web service composition with the SLA composition procedures. The SLA composition procedure must be integrated at each step of the composition and also applied to the workflow as a whole once the full process is generated. We defined the information provided by the user to be the user.predicate and the desired outcome to be the user.regresults. The set of information that expands at each step to enable the selection of the service(s) for the next step is defined as the step.predicate. At the initiation of a composition routine, the user.predicate is equivalent to the step.predicate. These relationships are illustrated in Figure 8.

We introduce an integrated procedure that combines standard web service composition with SLA composition. Table 1 shows the pseudo-code of the integrated process. The composition process has a main integrated process, IntegratedComp(). The StepCompose() process occurs at each step and WorkflowChk() process occurs once the required information and actions are realized with the execution of the sequence of web services. The ComposeSLA() process is the computation mechanisms that implement the SLA aggregation procedures designed in Section 4. Table 1 shows the pseudo-code of the integrated process.

5.2 Evaluation: Prioritizing Composite Capabilities using SLAs

In the prior section, candidate service chains are generated that meet the functional and SLA requirements of the user. Nevertheless, at this point, there are still multiple chains that can fulfill a capability. As such, there remains an open requirement to sort the chains based on quality and choose the best chain in the group. Since this approach uses six SLA measures.

In order to prioritize service chains, users are asked to provide a priority, $Pr$, for each attribute with respect to their environment, where $Pr = \{Pr_1, Pr_2, Pr_3, ..., Pr_n\}$. The priorities relate to the corresponding set of SLA measures, SLA where $SLA = \{SLA_1, SLA_2, SLA_3, ..., SLA_n\}$. An SLA attribute has the best possible value, $B$. Our approach will strongly consider chains that perform favorably with respect to the user’s preferences. After evaluation, $G_S$ and $G_W$ represent the quality score for the service and workflow, respectively.
Table 1. Integrated Composition Pseudocode.

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IntegratedComp</td>
<td>Main integrated composition function</td>
</tr>
<tr>
<td>StepCompose</td>
<td>Function that occurs at each step</td>
</tr>
<tr>
<td>WorkflowChk</td>
<td>Process-Level Functional/SLA check</td>
</tr>
<tr>
<td>composeSLA</td>
<td>Function that aggregates SLA measures</td>
</tr>
<tr>
<td>PR, RN, CS, SR, UP, MN</td>
<td>Problem Resolution, Renegotiation, Cost, Service Rate, Uptime, Maintenance</td>
</tr>
<tr>
<td>Step.Predicate</td>
<td>Message information per step</td>
</tr>
<tr>
<td>ws</td>
<td>WSDL Object with SLA measures</td>
</tr>
<tr>
<td>ws.regresults</td>
<td>Web Service Category (e.g. Business)</td>
</tr>
<tr>
<td>service_chain</td>
<td>Candidate workflow of web services</td>
</tr>
</tbody>
</table>

IntegratedCompose

\[
\begin{align*}
\text{step.predicate} &= \text{user.predicate} \\
\text{WHILE} (\text{step.predicate} \neq \text{user.regresults}) & \quad \{ \text{StepCompose()} \} \\
\text{WorkflowChk()} & \\
\end{align*}
\]

StepCompose

\[
\begin{align*}
&\text{FOR ALL candidate } \text{ws where} \\
&\quad \text{ws.message} \subseteq \text{step.predicate} \\
&\quad \text{THEN Load (ws)} \\
&\text{FOR EACH candidate } \text{ws} \quad \\
&\quad \text{IF} \quad (\text{ws.PR} \leq \text{user.PR}) \quad \text{||} \quad (\text{ws.RN} \leq \text{user.RN}) \quad \text{||} \\
&\quad \quad \text{||} \quad (\text{ws.CS} \leq \text{user.CS}) \quad \text{||} \quad (\text{ws.UP} \leq \text{user.UP}) \quad \text{||} \quad (\text{ws.MN} \leq \text{user.MN}) \\
&\quad \quad \text{THEN Drop (ws)} \\
&\quad \text{Update List <service_chain>} \\
&\quad \text{Update List <step.predicate> with ws.outputs} \\
\end{align*}
\]

WorkflowChk

\[
\begin{align*}
&\text{FOR EACH service_chain} \quad \\
&\quad \text{IF} \quad (\text{chain.outputs} \subseteq \text{user.regresults}) \quad \&\& \quad \\
&\quad \quad \text{ComposeSLA (ws.PR, ws.RN, ws.CS, ws.UP,} \\
&\quad \quad \quad \quad \text{ws.MN, ws.SR) < user.SLA}) \\
&\quad \quad \text{THEN ADD (service_chain) to Candidate List} \\
\end{align*}
\]

As such, the quality score for an individual service can be defined by weighing the user’s priority with respect to the ratio of the SLA measure to the best possible measure for that attribute. The calculation is defined as:

\[
G_s = \sum_{n=1}^{n} \left( P_r \cdot SLA_n - B(SLA_n) \right) / B(SLA_n) \quad (12)
\]

The corresponding quality score for the service chain is:

\[
G_w = \sum_{n=1}^{n} (G_s)_w \quad (13)
\]

6. Performance Evaluation of Integrated Composition Process

In real-time operations, composition will be required to occur within a reasonable response time. Of the three steps in the integrated composition process, the composition and evaluation process will be required to execute in an operational setting. We expect that the optimization sub-process will, at least initially, be limited to design-time decision support settings. As such, it is important to understand the expected response time when manipulating SLA measures for composition and prioritization.

In this work, an initial experiment was performed that evaluates the speed in prioritizing SLA-annotated workflows of web services. We generated random web service objects with unique identification codes. We duplicated identification codes (i.e. ids) such that increasing numbers of services have the same ids. Each web service object was populated with all six SLA measures. Our experimentation searches the repository of web service objects, composes services of the same id, and then prioritizes the resulting chain. This experiment was executed against a repository of sizes from 100 to 100,000 potential services. The workflow size (number of services in a chain) was varied. Figure 9 shows the results of this first experiment. The number of services per chain is varied from 10 to 100,000 services out of a repository of 1,000,000 services. Considering a reasonable workflow of web services should be 100 services or less, a response time of 1.2 milliseconds per service chain is promising.

Figure 9. The Performance of the SLA Prioritization Function as the Number of Services per Workflow Increase.

In a second experiment, we evaluated the performance by varying the number of SLA attributes that are calculated. In this paper, we suggest six attributes but we expect that other attributes will be required to extend this approach in the future. As such, it is important to
understand the overhead associated with adding a new SLA attribute for real-time operations. Although it is understood that the performance increases as the computing hardware is improved, we are generally interested in how the approach scales as the number of attributes increases in a fixed-size repository. Figure 10 shows the search and calculation time when varying the numbers of attributes calculated. Although this graph has a high concentration of search time (~90%), which is not relevant to the SLA priority calculation overhead, it is clear that the performance degrades favorably (linearly) at about 20 milliseconds per attribute (i.e. the calculation time increases less than 2 milliseconds for the addition of each a new attribute).

**Figure 10.** The Performance Overhead Associated with the Addition of New SLA Attributes.

### 7. Conclusion

In this work, we introduce a method for composing web services that are annotated with SLA measures. The annotated SLA measures are effective in providing decision support when composing the web services. We define a three-step process appropriate for real-time operations and design-time decision support. The innovation of this approach is the identification of SLA measures that are suited for web service composition and management. In addition, we introduce principled methods for calculating those measures and prioritizing them based on user preferences.

In future work, we plan to extend our approach by implementing our approach within a real operational setting. We plan to append WS-agreement files to WSDL files and test the approach in a network environment for performance and feasibility. In addition, we plan to extend the description of SLA measures to services that are stored in web service registries. In this way, our approach can be deployed within UDDI registries, and SLA measures can be independently used to annotate businesses and services. As such, UDDI registries can be searched based on user-based SLA criteria.
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