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Abstract. This work treats the problem of error-resilient DNA seanchivia
oblivious evaluation of finite automata, where a client h&@N\& sequence, and
a service provider has a pattern that corresponds to a geasti Error-resilient
searching is achieved by representing the pattern as adimitenaton and eval-
uating it on the DNA sequence (which is treated as the inputgre privacy of
both the pattern and the DNA sequence must be preserveradtite solutions to
this problem already exist, but can be a burden on the paaticig parties. Thus,
in this work we propose techniques for secure outsourcimiplfious evaluation
of finite automata to computational servers, such that theesedo not learn any
information. Our techniques are applicable to any type dfefiautomata, but the
optimizations are tailored to the setting of DNA searching.

1 Introduction

The need to protect private or sensitive information aboundividual is widely rec-
ognized. Recent advances in bioinformatics and biomediiahce promise great po-
tential in our ability to understand and compute over gendata, but the DNA of an
individual is highly sensitive data. In recent years, savpublications appeared that
allow for computing over DNA data in a private manner with fh&pose of identi-
fying ancestry relationships or genetic predispositionpéarticular, results are known
for sequence comparisons that compute the edit-distand&]3=rror-resilient pattern
matching based on finite automata (FA) evaluation [28, 1], specific DNA process-
ing for the purposes of ancestry testing [8].

DNAs or DNA fragments used in such computations are larg&m §or that rea-
son, recent work [18, 29] concentrated on improving the iefficy of such protocols,
but they still remain computation- and communication4isige. Thus, if a customer
would like to engage in a private computation that uses heABike might not neces-
sarily have computational resources and/or bandwidth iy caut the protocol. When
this is the case, it is natural to consider outsourcing tmemdation to powerful servers
or a large distributed network such as a computational @viously, in such a setting
the privacy of all sensitive inputs (the customer’s DNA, sleevice provider’s tests, etc.)
must be preserved from the servers participating in the caation.

Results for privacy-preserving outsourcing of the editatise computation of two
strings are known [4, 5], but outsourcing of more generagtyfcomputation over DNA
via finite automata has remained unexplored. Thus, the fotties work is on secure
outsourcing of oblivious evaluation of a finite automatoragorivate input. We use the



work of Troncoso-Pastoriza et al. that pioneered techmifprenblivious finite automata
evaluation (OFAE) [28] as a starting point for out solutiordalevelop techniques for
outsourcing such computations.

Using FA for DNA searching and matching is motivated by thet that queries
to DNA data need to take into account various errors suchimisaly irrelevant mu-
tations, sequencing errors, incomplete specificatioies,Stch errors can be tolerated
if the pattern is expressed using regular expressionseim@hted as FA. We refer the
reader to [28] for a more detailed description of the typesearching and alignment
algorithms that can be implemented using this techniquenEhservice provider (such
as, e.g., 23andMe [1]) can build a FA that implements a geadest, and a customer
who possess a private DNA sequence will use it as an inpuetatdtomaton. A DNA
sequence is specified as a string of characters over theb&pha= {A, C, T, G} of
lengthV, and a deterministic finite automaton (also called a finggestnachine (FSM))
corresponding to a DNA test is specified as a tuple= (Q, X, A, qo, F'), whereQ is
a finite set of states), is a finite alphabetA : Q x X' — @ is the transition function,
qo € @ is the initial state, and” C @ is the set of final states. Without loss of gener-
ality, the transition matrix is assumed to be complete, it specifies a transition from
each state on each input, and can be represented as a talake|¢f| s< | X'|, where each
value stores a state. The states are represented as irite@ess and input characters
are represented as integersiy;. A FA M accepts a string = zozy...xy-1 € N
if on inputz it transitions fromy, to a stateyy € F.

Contributions. Our contributions can be summarized as follows:

— We first show how the solution of [28] can be simplified to imydoth the com-
putation and communication in practice for typical valuéshe parameters (i.e.,
when|X| is small). We also provide a detailed analysis of both thgioal and
modified solutions (more specific than just asymptotic asigjyand show that the
communication cost can be rather high and not suitable faliehts. Since most
of the communication overhead of the solutions comes fraenotblivious trans-
fer (OT) protocol, we analyze the performance of the prauasing different OT
realizations that allow us to achieve a computation-cowrput tradeoff.

— We then give a protocol for outsourcing the computation dhlibe client and the
FA owner (service provider) to two computational serverthadt increasing either
the communication or computational complexity of the pcoloThe communica-
tion complexity of the client and service provider beconiesdr in the size of their
data and involves virtually no computation.

— Next, we give a protocol that works for outsourcing the cotafian to any number
of servers (i.e., the multi-party case). To minimize therbead, we use a differ-
ent structure from that used in the two-party outsourcirigtem. To lower the
communication complexity (and in part the computation bead), we represent
the transition matrixA as a square, so that the communication is decreased from
O(1Z] +1Q[) to O(v/[X]|Ql).

— We also develop a threshold version of the multi-party autsiog protocol which
makes the solution suitable to work in unstable or dynamigrenments such as
grids. Due to space limitation, it could not be included irstarticle and can be
found in the full version [7].



2 Related Work

There is a considerable number of publications on secure Bdparison and match-
ing (see, e.g., [3,5, 27, 28, 8, 19]). The majority of thent(sas [3-5, 18, 29]) use dy-
namic programming (DP) to securely compute the edit digtdretween a pair of ge-
nomic sequences: There are two parties, each holding pectige sequence, and the
algorithms compute the edit distance between the sequevittesit revealing any in-
formation besides the output. Since the DP techniquesvewm@mputation quadratic in
the size of the inputs, such solutions are computation aiedfomunication heavy. For
that reason, consecutive work [4, 5] considered outsogrtia edit distance computa-
tion to more powerful helper servers, and another line cfaiesh [18, 29] concentrated
on making such solutions more efficient. Related to them], §h&s secure computa-
tion and outsourcing of the longest common subsequence)(§i®g an optimized DP
algorithm and a communication-efficient Private InforroatRetrieval protocol [15].
This work is continued in [17] and gives secure structuresife LCS computation and
privacy-protecting equivalence and sampling algorithardihite regular languages.

While these techniques are likely to improve the commuidoaand/or computa-
tion complexity of the original DP solution, one might catesi the edit distance com-
putation to be a specific type of DNA comparison that mighth®suitable when, e.g.,
error-resilient searching is necessary (handling sargpimors, incomplete specifica-
tions, etc.). For that reason, another line of researchl@8/ses FSMs to implement
error-resilient searching over DNA data, and can supportsaarches that can be for-
mulated as regular languages. These publications proeicieres two-party protocols
for OFAE, which can be used in any context and is not limitediA searching.
We use the first publication in this domain [28] as a startingpfor our outsourcing
construction. A follow-up work [14] uses techniques simtlageneric Boolean circuit
evaluation to significantly lower the round complexity oétprotocol (fromO(N) to
O(1)) and lower the computation complexity as well. The cirdased approach, how-
ever, does not generalize to the outsourcing scenarice #iassumes that the function
to be evaluated (i.e., a FA in our case) is known to the paditis. Similarly, other
general secure function evaluation approaches are nabseifior the same reason.

Other work on privacy-preserving computing over DNA dateludes [27], where
the authors introduce a strategy for enhancing data priveayistributed network de-
ploying the Smith-Waterman algorithm for sequence consparin [8], the authors
build secure multi-party protocols for specific genetidgesich as parental tests; the
approach can also handle a small number of errors, but theleaity of the protocol
rapidly increases with the number of errors it can tolerasstly, [19] presents a cryp-
tographic framework for executing queries on database®nbigic data, where data
privacy is achieved by relying on two non-colluding third-pes.

3 Preliminaries

Homomorphic encryption. Prior and our work relies on a semantically secure homo-
morphic public-key encryption scheme. Let a public-keyrgption scheme be defined
as& = (Gen, Enc, Dec), whereGen is a key generation algorithm that, on input a se-
curity parametei”, produces a public-private key pdjpk, sk); Enc is an encryption



algorithm that, on inpupk and message:, produces a ciphertext andDec is a de-
cryption algorithm that, on inpufpk, sk) and ciphertext, produces decryption af
m. For brevity of exposition, we use notatidmc,(m) andDec,(c). Let n denote
the public modulus associated a public k&y the message space is th&j. In our
description we will assume that| = .

With homomorphic encryption, operations on ciphertex@sstate into certain oper-
ations on the underlying plaintexts. For additively homeptic schemegncy,, (m1) -
Encpr(m2) = Encpr(mi +mo), which impliesEnc, (m)® = Encpi(m - ) for known
a. A ciphertextEnc,;(m) can be re-randomized by multiplying it nc,:(0); this
makes it infeasible to link the new ciphertext to the oridjioze.

Oblivious transfer. A 1-out-of- oblivious transfer, O, allows the receiver to retrieve
one item from the items at the sender in such a way that the receiver does ot lea
anything other than the item it received and the senders$aaothing. This is a heavily
studied cryptographic tool, with many available realiaati. The use of different OT
protocols from the literature allows one to achieve traftelbétween sender computa-
tion, receiver computation, and their computation. Inipatéar, OT, protocol from [25]
has very efficient amortized cost (one modulo exponentigdér OT for both the sender
and the receiver) and linear communication a@sét). Other protocols (e.g., [21, 15])
can achieve sub-linear communication, but generally hargel computation require-
ments. Depending on the parameters used in OFAE (such aatttigen of states, input
length, etc.) and resources available to the participants,scheme might be preferred
over another. We use different OT schemes in our detailelysinan Section 5.

Oblivious evaluation of finite automata.Here we review the solution of [28], which
is used as a starting point in this work. The service proviléolds A and the client
C holds inputz. The evaluation processes one input character at a timeaharalirrent
state is shared betweéhand S modulo|Q|. Throughout this paper, we will assume
that the rows of the matrix are numbered O throl@h— 1, and the columns of the
matrix are numbered from 0 §&| — 1. The solution consists of three sub-protocols:
(i) a protocol for performing the first state transition) @ protocol for executing a
generalkth state transition (fok = 1,..., N — 1), and (iii) a protocol for announcing
the result to the client. Our description of the (mditf) state transition protocol here is
slightly different from its original presentation in [28}:is described for a transposed
matrix to improve efficiency of the protocol (as was sugga#tg28]). We will useg;

to denote the current state in the execution after proogsémput characters. Notation

a £ A means that is chosen uniformly at random from the sét The protocol uses
a homomorphic encryption scherfidor which C knows(pk, sk) andS knowspk.
Protocol for 1st state transition. This protocol allows” andS to evaluate the automa-
ton on the first input symbol, i.e., compute= A(qo, zo), and share it in an additively
split form, i.e.,S Iearnngl) andC Iearn5q§2) such thatﬁl) + qég) mod |Q| = ¢1.

1. S chooses & Z)q) and blinds each value in rogs by addingr to it modulo|Q)|.

2. The parties engage in an 6"' where the sendef uses the blinded rowy, as its
database and receiv@rretrieves the element at positiag.

Atthe endS hangl) = —r mod |@Q] andC haSq§2) = ¢ +r mod |Q)|.



Protocol for kth state transition. In the beginning of the protocdl, andS additively
share thé:th state (i.e.S haSq,(cl) andC haSq,(f) such tha, = q,il) + q,(f) mod |Q]);
C also holds the next input characterandsS holds the transition matrix. The output
consists of” andS additively sharing thék + 1)st stategy1.

1. S chooses & Z)q) and blinds each element af by addingr to the element

modulo|Q)|. S rotates the matrizg,(:) rows up to obtain modified matrix by

2. C generates a binary vector of length| consisting of a 1 at position;, and 0’s
in other positionsC encrypts the vector witlpk and sends encrypted bits =
(€0, - .-, €/5)—1) 10 S, where eacl; = Ency(b;) andb; € {0, 1}.

3. § performs matrix multiplication oé and A;, using the homomorphic properties
of the encryption. As a resul§ obtains a new vector = (vo,...,v|), that
corresponds to an element-wise encryption of the columositipn ;.

4. Both parties engage in an {91‘ whereS plays the role of the sender using vector
v andC plays the role of the receiver and retrieves the elementsitipoq,(f).

5. C decrypts the value and obtains its ShéﬁéI, while S sets its share %(21 =—r.

Protocol for announcement of result.In the beginning of the protocal, andS ad-
ditively share statgx modulo|Q|. As a result of this protocol; learns whether the
evaluation resulted in an accept state or not, i.e., it arkbit.

1. S generates arandom binary vecfoof length|Q| by setting its element at position

7+ qj(\}) to 1 if the statej € F', and to O otherwise.

2. Both parties engage in an {91‘ whereS plays the role of the sender using vector
f andC plays the role of the receiver and retrieves the elementsitipnqﬁ).

4 Security Model

We identify the requirements that a scheme for secure ordsmuof OFAE must meet:

Correctness: The protocol computation should provide the client withreot evalua-
tion of the service provider’s finite state machiheon the client’s input:.

Efficiency: Communication and computation complexity®{S) should be linear in
the size of its input: (in the size of the automatal (i.e., the size ofA), respec-
tively). Communication and computation complexity (imgitug round complexity)
of the servers should be minimized if possible.

Security: The servers should not learn any information throughoupto#col execu-
tion. We assume that the servers are trusted to performabeiputation correctly,
i.e., they are semi-honest or honest-but-curious in thatt ttiey will follow the
protocol as prescribed, but might attempt to learn addatiamformation from the
intermediate values.

We now can formally define security using the standard defmit secure multi-party

computation for semi-honest adversaries. Since the catipoél servers do not con-

tribute any data to the computation, this should be intéggras no private input to the
function they are evaluating. Then for the purposes of tharsty definition, all data the

servers receive before or during the computation (i.e.tréngsition matrix and client’s

input) will be considered to be a part of the function evatwaand therefore must not
leak any information. We denote “no data” by a special charak.



Definition 1. Let partiesPy, ..., P,,—1 engage in a protocot that computes function
f(L,..., L) = (o0g,...,0m—1), Whereo; denotes output of party;. Let VIEW . (P;)
denote the view of participar?; during the execution of protocel It is formed byP;’s
input and any internal random coin tosses as well as messages, . .., m; passed
between the parties during protocol executrEW . (P;) = (L, r;, mq, ..., m:). We
say that protocotr is secure against semi-honest adversaries if for each parthere
exists a probabilistic polynomial time simulatéf; such that{S;(f(L,..., 1))} =
{VIEW(P;), L}, where= denotes computational indistinguishability.

Note that this standard model allows the computationalessrio collude with each
other (i.e., share the information) in the multi-party cadee security guarantees must
hold as long as the coalition size does not exceed a speaiistibld. The computa-
tional servers do not receive any output, but rather comoati@ithe result tG.

5 Secure FSM Evaluation

Before proceeding with outsourcing solutions, we give apéification of the original
approach that simultaneously improves communication anabeitation requirements
for DNA computation. Our simplification involves represegtthe matrixA as a one-
dimensional list (as opposed to a two-dimensional tabled, @oes not affect either
the functionality or security of the solution while allovgirus to skip encryption and
manipulation of encrypted data. When we represent the xnasria one-dimensional
list, we reference elemef, j) of the matrix as the element atindgX|i + j in the list.

Protocol for 1st state transition. The same as before.

Protocol for kth state transition. Prior the protocolC andS additively share théth
state moduld@|, and the output of the protocol consiststoandS additively sharing
the (k + 1)st state.

1. S chooses & Z)q| and blinds each element af by addingr to it modulo|Q)|.

2. S rotates the matrixA q,(:) rows up. LetA; denote the modified matrix§ then
representsl; as a list of| Q| - || elements.

3. C andS engage in Of"'z‘, at the end of whicld obtains the element at position
| 2] - q,(f) + z, from the list corresponding td\.
Protocol for announcement of result.The same as before.

We now can compare performance of the protocol above withotiggnal solution
from [28]. As suggested in [28], we assume that the efficiét @rotocol with amor-
tized single exponentiation per transfer [25] is used. Asace in this application
|Z| < |Q|, we assume that the transition matrix is transposed (agipes in Sec-
tion 3) to result in maximal savings from the OT protocol.

In the analysis, we include all modular exponentiationsalad count modular mul-
tiplications if their number is large; the overall complgxis expressed in the number
of modular exponentiations (1 mod exp x mod mult). The results fok executions
of the main state transition protocol are presented in Takfine rest of the work is
significantly lower). In the original scheme, in each pratoound,C performs|X|



Original [28] Modified
C’s exps| (IZ]+2)N N
S'sexpg|Q| + N(1 + (log(IQD|X] + [X] = DIQI/K)|IQIX] + N(1 + |X]|Q|/~)
Comm 26N (|X] + Q) log(|Q)N|X1Q

Table 1. Analysis of original and modified oblivious automata evéluasolutions.

encryptions, 1 decryption, and 1 modular exponentiation {fie OT protocol)S’s
work to execute one OT protocol involvé@| + 1 modular exponentiations an@|
modular multiplications. To process the client’'s respoimseach round, it performs
|Q|| %] modular exponentiations with small exponents (or ledgt@|), which re-
sults in N (log(|Q|)|X])/~ regular modular exponentiations overall. Since the client
sendg Y| encrypted values and the OT protocol involves the trangfé@oencrypted
messages in each round, the overall communicati@ré(| 2| + |Q|).

In the modified scheme, only OT is used, and tfitsswork drops by a factor of
|Z| + 2. 8’s work is also lowered, as the dominating term in the origswution is
|Q|| XN log(|Q])/~, while in the modified scheme it i§)|| X|N/x. This means that
the server’s work drops by a factor fg |@Q| (which is an improvement by at least an
order of magnitude). Even though the communication coniyiéx now proportional
to N|X||Q| instead of N (| X| + |Q]) in the original protocol, it can be two orders of
magnitude lower due to the overhead caused by the securayngders in the original
solution (that is, for any feasible finite automaton slzg,|Q| < «; a typical setup can
consist oflog(|Q]) < 20, |X| = 4, andx = 1024).

One of our original motivations for conducting this anadysias large communi-
cation overheads of the scheme. For instance, genome sexsuean be billions of
characters long, but even with the current ability to santipéen, the sequences are in
the thousands. The FSM that represents a search patterracarsignificantly more
states than the length of the pattern itself due to the nebdrtdle errors. Thus, for a
sample setup oN = 10,000, |Q| = 50,000, andx = 1024, the communication cost
of the original solution is 02 bits ~ 0.125 TB (this is lowered to~ 3 - 109 bits in
the modified solution). This amount of communication is phodtvely large for many
clients (e.g., it can take several days or even months onsmmealy fast DSL link).
Thus, we investigate the use of other OT protocols, whichloaer the communica-
tion requirements of the protocol. Then depending on thepedation resources and
the bandwidth one has, the most suitable choice can be used.

Besides existing OT protocols, the OT functionality can bhkieved by utilizing
an efficient Private Information Retrieval (PIR) protociol,which the receiver may
learn additional information about the database besidedem or block it retrieves,
and the sender learns nothing. Transferring a PIR protocal@ymmetric PIR (SPIR)
protocol (in which privacy of the database is also preseraed the receiver learns
information only about a single item) can be done at low cotatan and communica-
tion cost using the techniques from [24] or [11], which wiNgus an OT protocol. We
chose to compare the performance of OFAE using three rendrégféicient PIR proto-
cols, which make use of very different techniques. In paléc several PIR protocols
(such as [9, 20, 26, 21, 15]) were studied in [23], and we $etexst communication



Lipmaa OT GROT AG OT

Csop.|KiNlog(|Q))(log(|Q))/2 — 1)]  (4NK.\/|Q)) [N(Ky®™ +2Ky2° +|Q|K.)

Ssop] (210 — log(Q) KN 21QIK.N NK?
Comm|  N((K1/2)log”(1QN)+  |[N(log(|Q]) + K. + 4 NIQIK. K3
+3K. log(|Q)) +log(log(|Q])))

Table 2. Performance of the original OFAE protocol (except matriXtiplication) using differ-
ent OT protocols.

Lipmaa OT GROT AG OT
Csop|  KiNlog(QIIZ])x N 1og([QNVIQIED  [N(EP ™ + 2K %
x (log(|QI|Z])/2 - 1) +1QI1Z 1og(Q1)
55 0p]2IQI1Z] — log(QIZN KN 2QIET10g(1RDN NK?
Comml N((K1/2)1og”((QI D+ [N(og(QIE]) + log QN+ NIQIZ oz (QN K3
+310g(|QD log(IQIIZD) | +4+ log(log(1QIIZ])))

Table 3. Performance of the simplified OFAE protocol using differ&t protocols.

efficient solutions of Lipmaa [21] and Gentry-Ramzan (GRj][Jas well as a more
recent lattice-based protocol of Aguilar Melchor-Gab@h®) [2] which has very light
computation overhead. We replace the original OT protd@3]f by an OT protocol
based on one of those three PIR protocols in both OFAE prigeé&ections 3 and 5.

Before presenting our analysis, we need to point out themiffces between these
protocols because they are based on different setups, wilichquire the use of differ-
ent security parameters and underlying operations. Mareigely, the Lipmaa’s proto-
col is based on the use of a length-flexible additively homigrhiz encryption scheme
(such as [12]), the GR protocol uses groups with specialgnt@s (in which®-hiding
assumption holds), and the AG protocol is a lattice-basBdeheme. Thus, to achieve
as precise analysis as possible, we measure the computaédmead in the number of
group operations, and describe what a group operatiomnvasah each solution.

The complexity analysis of the original OFAE approach (@tdhe matrix multi-
plication over an encrypted vector addin step 3 of thekth state transition protocol in
Section 3) is given in Table 2, where work is measured in gapgrations. The matrix
multiplication overhead (the same regardless of the OTopmtused) is given below:

Matrix Multiplication
C’s group op (1] +2)K.N
S's group opN|Q| K. (log(|Q | X] + [X] — 1)
Comm NK QI+ 2]

Similarly, Table 3 presents analysis of our modified schdmthe tablesK;, K5, and

K5 are security parameters for each scheme Epds the security parameter for the
homomorphic encryption scheme (i.&, = ). In Lipmaa’s solution K is the same

as K., and thusK; = x, which can be set to 1024. (The table reports performance
of the original Lipmaa’s protocol; however, according td, fe sender’'s computation
cost can be reduced by almost 38% through optimization.) RnaBproach K is a
security parameter of a similar length, but it also depemdfe configuration of the OT



protocol for which it is used. In particulak’s = max(x, ¢, f(log(t))) for OT}, where

¢ is the size of an element in the OT protocol afd) is a polynomial functionK5 is
not used in the tables, but it determines the cost of the gopeapation (multiplication
modulo K»-bit numbers). Note that in the original solution, the OT tpaml is called
on blocks of sizek, and to reduce the computation overhead of operating ovgr ve
large numbers, each block can be partitioned into sevevakblof smaller size (so that
the OT protocol will need to be executed more than once).

In the AG solution, the value of the security paraméigris suggested to be set
to 50, but the group operations are performed using elemeris fior primep of size
3([log(tK3)] + 1) on the database of sizeNote that the value dfin OTY is different
in the original and modified solutiong{| and|Q|| X|, respectively), which will affect
the overhead associated with group operations when theyndegmt.

From these options, the AG solution has the highest commtiait cost (which
can be further increased to lower the computation), butviery computation efficient
unlike other protocols (also see [22] for further discuskid hus, it is ideally suited
for parties with very fast communication links. The GR agmio, on the other hand,
has the lowest communication cost, although the amountropeadation carried on the
server side as well as the client side are more pronounce, Time first two methods
based on Lipmaa’s and GR PIR schemes should be used whemttheitth is an issue
of consideration, while the third approach gives the fagiesformance with respect to
the execution time assuming a fast data link between thejpanmts.

6 Secure Outsourcing of FSM Computation

6.1 Secure two-party outsourcing

The idea behind this solution is that the clightdditively splits (moduldX’|) each
character of its: between computational serverfg and P, . Likewise,S splits (modulo
|@Q|) each element of its matriA between?, andP;. We refer to theP;’s share (fori =

0, 1) of the stringz asz(?) and its share of théth character of: as:cgj). Similarly, we
refer to theP,’s share ofA asA(® and its share of the element dfat position(j1, j2)
asA® (41, j2). The computational servers are also giygni.e., they know what row in
the matrix is the starting state (which gives no informatadiout the automaton itself).
Finally, P, and P, also receive information about final statEsin a split form. We
represent?” as a bit vector of length®| that hasjth bit set to 1 iff statej € F'. This
vector is additively split modulo 2 (i.e., XOR-split) betereP, and P; .

During thekth state transitionf, acts asS in the previous solution ané, ascC,
except that the share of the matfx possesses is rotated by bdtfis share of the next
input charactew,(co) and its share of the current staﬁg). At the end of this execution,
Py and P, additively share some valug. The same steps are also performed with the
roles of Py and P; reversed (using 's share of the transition matrix), which results in
Py andP; additively sharing another valy€. Finally, P, and P, each locally add their
shares of/ andq”, which results in statey;, being split (moduld@|) between them.

Protocol for 1st state transition.



1. Fori = 0,1, P, chooses value; & Z)q, blinds each element of rogy by adding

r; to it modulo|@| and rotates the rowéi) elements left.
2. Fori = 0,1, P, engagesin Of' with P;_;, where the sendd?; holds the modi-
fied rowqg, and receivelP; _; obtains the element at positimél’i), denoted;.
3. Fori = 0,1, P, sets its share of statg to qgi) = s1-; — r; mod |Q)|.
Protocol for kth state transition. Prior to the protocolP, and P; additively share the
kth stateg,, (modulo|Q)]), the kth input character;, (modulo|X'|), and each element
A(3, j) of the transition matrix fof < i < |@Q] and0 < j < || (modulo|Q]). The
output consists oy and P, additively sharing thék + 1)st statey,.; modulo|Q)|.

1. Fori = 0,1, P, chooses; & 7)o and adds its to each(?) (jy, j») modulo|Q)|.

2. Fori = 0,1, P; rotates the resulting matrix(*) q,ii) rows up andm,(j) elements
left, and represents it as a list[@}| - | >'| elements, which we denote méj).

3. Fori = 0,1, P, engages withP; _; in OT'lQHE‘ (whereP; acts as the sender), at
the end of whichP, _; obtains the element at positio®| - q,il_i) + :cg_i) from
the databaseﬁg) prepared byP;. Denote the element th#& _; retrieves bys;.

4. Fori = 0,1, P, sets its share of statg, ; to q,(cﬂ)rl = s1-; — r; mod |Q)|.

In the abovey = sy — 1o mod |Q| andq¢” = s; — r; mod |Q], and a|SOq,(£21 =
s1 — 1o mod |Q] andq,(clil = s9 — r1 mod |Q).

Protocol for announcement of result.In the beginning 2, and P; share XOR-split
bit vector F', and at the end learns the bit of" at positiongy .

1. Fori = 0,1, P; generates a random it and blinds its vectoF () by XORing it
with b;. P; then rotates itq%) bits left.

2. Fori = 0,1, P; engages irtDTl‘Q‘ with P,_;, whereP; uses it modified vectaF ()
as the sender anfd,_; retrieves the bit; at positionq§vl’i).

3. Fori = 0,1, P, sets it share of the result {8 = b; ® ¢;_;.
4. Py andP; send their bits'(©) and f(*) to C, who XORs them and learns the result.

6.2 Secure multi-party outsourcing

To generalize the above solution to multiple parfigs. . ., P,,_1, we first need to have
C andS split their data among all of them. For a split iteimwe useu(”) to denote the
share partyP; has. Since now both the input characters and the curreatsiidbe split
amongm participants, any solution that involves data rotation Ispare of the state or
input character becomes more expensive. In particulagaastid, — 1 parties need to
rotate the data in a predetermined order using their owresh@his means that the data
to be rotated must be obfuscated from others (i.e., enatypiben it leaves the owner
and it also means that each party needs to re-randomize thgadhide the amount
of rotation. With this (or any other secure) approach, thekvperformed by one party
in a single execution of the state transition protocol isvit@bdly O(|Q||X|) (and is
also a function of a security parameter), and we wish to mirerthe amount of work
other parties need to perform, as well as their communicat@mnplexity. Therefore,
we reduce the overhead of most partie$to,/|Q||X|) by representing the transition



matrix A as a two-dimensional array of sizg|Q[|X| x 1/|Q]| 2. The interaction is
then similar at the high-level to the interaction in the aral protocol and proceeds as
follows: one party generates a vector of encrypted bitsz# i |Q|| X, m — 2 parties
sequentially rotate and randomize it, and the last partfjop®s matrix multiplication
to create a new vector of the same size. This vector is alssedasm — 2 parties for
rotation and re-randomization, after which the last palitams the decryption of one
element of it. This process is repeated for each share ofahsition matrixA(®).

Our solution requires the parties to convert sharfésof valuev additively split
modulon to additive shares of it modul@)|. To do this, the parties will need to compute
the quotient: = [ v(? /n| and use it to adjust the shares. To prevent the parties
from learningu, we additively split it among the participants over integeSince) <
u < m, we defineB > m2~', wherex/ is a security parameter. Then if we hideising

shares andu — r, wherer & [— B, BJ, the value ofu will be statistically hidden.

Finally, the parties now use a threshold homomorphic ermycheme, in which
the public keypk is known to everyone, but the decryption kéy is split among the
parties. In this solution, we require all parties to participate in decryption (i.e., use
(m, m)-threshold encryption), and the threshold multi-partyuioh given in [7] will
have the threshold set tdi.e., (¢, m)-threshold encryption).

Before presenting the main protocols, we describe a sutpquhRotateAndShare,
that will be utilized in all of them, but will be called on difent types of data. This
sub-protocol assumes that one party, has a vector, which will be encrypted, and
then rotated by a certain amount, re-randomized, and tdihgeevery party.P; will
be the data owner and plays a special role in the protocol.ahin@unt of rotation is
determined by some value additively split among all pai(eg., the current staig,).
Blinding involves adding a random value to the encrypted contents by each party.
Then when the last party chooses an element of the vecter, pénties jointly decrypt
that value for it. At this point, all parties jointly hold aifitte shares of the result modulo
n. As the last (and optional) step, they engage in the comiputtt convert the additive
shares modula to additive shares modulo a different modukis

RotateAndShare: The input consists of valug0 < i < m—1, encryptior with public
key pk, modulusn, and distributed secret key:, final modulus:’ (if no conversion is
necessaryy’ is set toL), party P; inputs vectorv = (vo,...,v—1) and its lengtty,
and each party?;, 0 < j < m — 1 inputs amount of rotationt”). The output consists
of the parties additively sharing valuemodulon’ (or modulon if n’ =_1), which
corresponds to one of the values from veetor

1. P, chooses; & Zy,, adds it modulo: to eachv;, and encrypts each result wittt
to obtaine = (ey,...,e,—1), Wheree; = Enc,i(v; + 1) forj =0,.... 4 —1. P
circularly rotates the elements eft\) positions left and sends the result®p, ; .

2. Py, circularly rotates the vector it receivedt!) positions left. It also chooses

Tit1 & Z,, and multiplies each element of its resulting vector by défe en-
cryptionsEncyy (r;+1) (or by the same encryption, but then re-randomizes each
element). This adds_; to the encrypted value®;; sends the result t&; 5.

3. EachofP,,,..., Pn_1, P, ..., Pi_s Sequentially perform the same step$at;
using their respective values of randomnessid rotation amountt.



4. PartiesP;_» and P,_; engage in OT, where P,_, plays the role of the sender
using the final encrypted vector atitl_; plays the role of the receiver using in-
dex 7t~ This results inP,_; obtaining an encryption of the value at position
(350! 7)) mod ¢in v blinded with (32, g 1)1 75 ) mod n. Pioy re-
randomizes the item it received (by multiplying it wiimc,(0)), asks the rest of
participants to decryptit, and sets ; to the decrypted value.

5. Now, if the value of2’ was notL, the parties re-share the result moduloTo do
S0, they need to compute the number of times the sum of thesharaps around”
the modulus: and use it in their computation. The parties engage in seouig-
party computation, e.g., using a standard general muitisf@oolean circuit [16].
Here each party inputs its share, they jointly compute L(Z;’;—Ol rj)/n| (e.g.,
by repeated subtraction effrom the sum) and the output is additively shared over
the integers. Thatis, parfy; for j = 0, ...,m—2receives arandos) € [—B, B]
and partyP,,, _; receivess,, 1 = u — Z;”:’OQ 5.

6. PartyP;, forj = 0,...,m — 1, sets its output'’) to (s; - n — ;) mod n'.

We are now ready to present the main protocols of the muitiymautsourcing solution.

Protocol for 1st state transition.
1. Fori =0,...,m—1, execute in parallel: partf; setsv to be theyyth row of its ma-
trix A and all parties execuRotateAndShare(i, £, pk, sk, |Q|, v, | X],z{", ...,
xém’l)). Let ogj) denote the outpuP; receives after such execution s data.

2. Fori =0,...,m — 1, party P; sets its share af; to qli) = Z;’:Ol O;i) mod |Q).

Protocol for kth state transition. Prior to the protocol execution, the parties additively
share thekth stateg,, (modulo|Q)|), the kth input character;, (modulo|X|), and each
elementA(s, j) of the transition matrix fof < i < |Q| and0 < j < | X| (modulo|Q)).
At the end, they additively share stajge;; (modulo|Q)).
Fori = 0,...,m — 1, perform the following steps in parallel using the shavé
of the transition matrix.
1. P; rotates the matrixA® q,(f) rows up andz:,(f) elements left. We denote the re-

sulting matrix byAgj). P, representsdgj) as a two-dimensional array of roughly
square size as followsP; computes the size of the first dimension of the matrix as
di = [/|Q]|X|] and the size of the second dimensionias= [|Q|/d:]|X|. P;
then creates columns 0 throughi| — 1 of the modified matrix using rows 0 through
dy — 1 of A,(j), columns| X| through2|X| — 1 using rowsd; through2d, — 1 of
A,(j), etc. In other words, the modified square matrix, dencxiéa, is filled in
stripes of width X| until all of |Q| rows are used (note that part of the square might
be incomplete due to rounding in the computation). Emptis@ek then filled with
dummy entries to make it a full matrix of sizk x ds.

2. Party P, creates a vector of encrypted values= (eq,..., eq,—1) Using ho-

momorphic encryption, where the value at positj}éﬁl) mod d; corresponds to
encryption of 1, and all other;’s correspond to encryption of 0.

! In the current discussion we assume tiaf < |Q|, but the technique can be used when either
| X] < |Q]or|Q| < |¥| (and it is not necessary for the matrix to be close to a squzeg. s



3. PartyP;; sends the vector t&; >, who performs a circular rotation of @t,(f”)

values left and re-randomizes the encrypted values. Tirggied vector is sequen-
tially processed by partieB;. o, ..., Pn—1, FPo, ..., P,_1 who perform the same
operations a$; » using their respective sharesq@f

4. P;,_; sends the final vectar = (é,...,é4,-1) to P;. P; performs matrix multi-
plication usinge and A as foIIows to compute thgth element of the resulting

_AD (g
vectorv, performv; = 21101 ) . Now the vectorv corresponds to the

element-wise encryption of the row of the matzibi at indexq; mod d; .

5. All parties execute a modified algorithRotateAndShare(i, &, pk, sk, |Q|, v, d2,
@14 /dy 12]), . @D g™V /dy || £))) with the following changes:
(a) The vectow is already in an encrypted form, so no encryption is perfatine

step 1 ofRotateAndShare.
(b) Instead of eact?; rotating the vector by amount(j> rotation is performed as

follows: nowrt(!) consists of two part&t andrt(” Starting fromj = 4,
party P; divides the vector into blocks of siz¢ Y| and circularly rotates each

block rt(J) positions left, and then rotates the overall resulting @ect(7)
positions left.

(c) Using two different values for the amount of rotationoaddgfects the oblivious
transfer in step 4 of the protocol. Now pai®y_; selects the element at position

rtgifl) + rtgi71)|2|.
Let og.i) denote the output partl; receives as a result of such execution.
After executing these steps on all shares of the datali&$eparty P; sets its share of
Qk+1, q,gﬂzl, to the sum of the values it received in step 5 of the protoxetetions, i.e.,

1 m—1
g2}, =0 o mod |Q).

Protocol for announcement of result.Prior to the protocol, partiesy, . . ., P, ad-
ditively share the stat@N and also share vectdt XOR-split between all of them.
1. Fori =0,. — 1, execute in parallel: the parties cRlbtateAndShare(i, &, pk,
sk, L, F@ |Q| q(o) - aV" ). Leto!” denote the output part; receives.
2. Fori =0,. — 1, P, computesf ) = Z;” o o§ ' modn and sendg® toC.
C recovers the result by computing bit= > @ mod n.

The above protocol calRotateAndShare W|th0ut modulus conversion. The reason
is that the client can easily recover the result by addingstiaes it received modulo
n. It, however, would involve less work for the client if, prito sending the shares to
the client, they were converted to additive shares moduile2 KOR-shares). Then the
client’s work would consists of onlyn — 1 bit XORs. Thus, if the client is extremely
weak, the above protocol can be modified to include modulasersion at the cost of
the increased work for the computational servers.

Also note that the protocol for announcement of the resulthzve a similar struc-
ture to thekth state transition protocol if the vectéris represented as a matrix of size
V/1Q] x \/|Q|. Then the computation and communication complexity of aitigs will
be reduced by a significant amount. But since this protocekécuted only once (as
opposed to théth state transition protocol), we leave it in the simple f@bove.



Remark.The above technique allow us to have communication assacigith pro-
cessing a square two-dimensional grid to be linear in the sfzits one dimension.
One might ask if it might be possible to further reduce the wamication by repre-
sented the matrix as a high-dimensional hypercube andhatit communication to be
proportional to its single dimension. Such technique wapleyed in private informa-
tion retrieval systems to dramatically decrease commtinic@ost toO(¢¢) for any

e > 0[20] or O(log?(¢)) [21] with stronger privacy guarantees for a database offsize
Here we note that such a solution would not work in our seth@egause decreasing the
dimension of the matrix (represented as a hypercube of angrtiion) by one requires
interaction of all of the participants, and thus would inn@kommunication close to
linear in the matrix size in our case (this technique workadHIR systems when the
entire database is stored at a single location).

7 Analysis

We now evaluate correctness and security requirementsie@da@mplexity analysis.

Correctness.Correctness of the protocols follows by examination. Thadliring each
round of the protocol, the parties additively share the@alithe next state that can be
found in matrixA® for each participanP; and add them all together to correctly share
the next state. The same applies to the protocol for annougiceof the result.

Security. The argument for achieving security in presence of semehbbparties that
we use in this solution is very standard, and is based on tlmviag components:

— The composition theorem due to Canetti [10] states that ositipn of secure pro-
tocols remains secure. This means that the security of ttethsolution reduces
to ensuring that sub-protocols or other tools used as a pérare secure against
semi-honest adversaries.

— Semantic security of homomorphic encryption ensures thahformation about
the underlying plaintext can be learned by observing itsygimon. Threshold en-
cryption ensures that participation of a predefined numbpadies (including all
parties) is necessary for decryption.

— Additive secret sharing ensures unconditional securitipag as there is at least
one honest party that does not collude with the rest of thiécgzants.

Given the above, it is straightforward to build a simulatwattwill simulate the view of
the computational parties without acces€®or S’s data. That is, every time encryp-
tion is used, it can produce encryptions of random valuesaiibe indistinguishable
from real data due to the security property of encryptiord every time shares are
used, it will also produce random shares that will be indgtishable from the shares
used in the real execution. Since only secure and composatiiponents are used in
the protocols, the overall solution is secure as well.

Complexity. We analyze computation and communication complexity of p&ety and
multi-party outsourcing protocols separately. The analgsrresponds to th& execu-
tions of thekth state transition protocol (as the rest of the overhealdbeilorders of
magnitude lower).

Two-party outsourcingThe clientC only splits its input between two servers, therefore
the computation is nedy (no cryptographyis used) and communicationislog(|X|).



The service provide$ splits the representation of its automat@namong two servers,
with the computation being ne&¥/| and communication approximately twice the size
of representing/ (i.e., nea@|| x| log(|@|)). Each computational server incurs com-
putation and communication overhead of b@tandsS in the solution with no outsourc-
ing (as given in Table 1). Thatis, each server performs a6’ | + N (2+ | X||Q|/x)
modulo exponentiations and communicates aRdog(|Q|)N|X||Q| bits.

Multi-party outsourcing:The work and communication @f andS remain similar to
the two-party case, except that splitting of their data amthmunication needs to be
done form servers instead of two. This means that work becomes piiopattto m
(with no cryptographic operations, as before), which domeansm /N and forS is
m|M|, and their communication is&: NV log(|X|) and neam|Q||X|log(|Q|), respec-
tively. The computation and communication requirement#ife computational servers
also now increase by a factor of and are as follows. The main computation overhead
comes from (i)2+/|Q|| X|(m — 1) modular exponentiations in each round due to re-
randomization; (ii)|Q|| X log(|@|) modular multiplications in each round for matrix

multiplication; (iii) & OT? executions for the Boolean circuit and onelém in
each round. We assume that the OT protocol with low amortnsti(one mod exp per
transfer) is used. The communication complexity is dongddty the transmission of
encrypted vectors and the OT protocol and is riedm — 1) N/|Q|| X

8 Conclusions

This work studies the problem of outsourcing oblivious eadibn of a finite state ma-

chine to computational servers. We present solutions ftsaaucing the computation

to two (two-party) or more (multi-party) computational wers that rely on different

techniques. The two-party solution has the same complesigecure computation by
the owners of the data themselves without outsourcing. Aerésting research direc-
tion that remains is to explore the applicability of alteivatechniques with the goal of
reducing the overhead of the protocol. In particular, it iddoe desirable to eliminate

executing multiple instances of the same protocol on diffeshares of the automaton
and use a single copy @f instead.
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